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Abstract

Large Language Models (LLMs) have shown great potential in education, which
may significantly facilitate course preparation from making quiz questions to au-
tomatically evaluating student answers. By helping educators quickly generate
high-quality educational content, LLMs enable an increased focus on student en-
gagement, lesson planning, and personalized instruction, ultimately enhancing the
overall learning experience. While slide preparation is a crucial step in education,
which helps instructors present the course in an organized way, there have been few
attempts at using LLMs for slide generation. Due to the hallucination problem of
LLMs and the requirement of accurate knowledge in education, there is a distinct
lack of LLM tools that generate presentations tailored for education, especially in
specific domains such as biomedicine. To address this gap, we design a new frame-
work to accelerate and automate the slide preparation step in biomedical education
using knowledge-enhanced LLMs. Specifically, we leverage the code generation
capabilities of LLMs to bridge the gap between modalities of texts and slides in
presentation. The retrieval-augmented generation (RAG) is also incorporated into
our framework to enhance the slide generation with external knowledge bases and
ground the generated content with traceable sources. Our experiments demonstrate
the utility of our framework in terms of relevance and depth, which reflect the
potential of LLMs in facilitating slide preparation for education.

1 Introduction

The rapid development of artificial intelligence (AI) technologies has provided great opportunities
and changes to various areas such as finance, medicine, and education Bahoo et al. [2024], Kitsios
et al. [2023], Fitria [2021], Holmes et al. [2019]. One of the major breakthroughs in AI development
is the introduction of large language models (LLMs), which show great capabilities in a variety of
tasks in different domains Achiam et al. [2023], Touvron et al. [2023], Team et al. [2023]. With the
ability to follow user instructions Ouyang et al. [2022] and learn from the context Brown [2020],
LLMs have demonstrated their potential in facilitating educators in different levels of teaching Elkins
et al. [2024], Agrawal et al. [2024], Fagbohun et al. [2024].

Slide presentation plays a crucial role in education, as it helps instructors present information
in a clear, structured, and engaging way Alley and Neeley [2005], Mayer [2002], Bartsch and
Cobern [2003]. However, creating high-quality slides can be a challenging and time-consuming
task, requiring educators to distill large volumes of content into concise, visually appealing formats.
By leveraging their advanced capabilities in text generation and summarization, LLMs present a
significant opportunity to automate and streamline the slide preparation process. With instructional
objectives from the educators, LLMs can automatically generate content that is well-organized,
concise, and tailored to specific educational needs.
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While LLMs offer significant potential for automating slide preparation, they carry the risk of
generating inaccurate or misleading content, which can be fatal in education Bender et al. [2021],
Bommasani et al. [2021]. LLMs may produce information that appears credible but lacks factual
accuracy, especially in specialized fields such as biomedicine, where the models may not possess
enough domain-specific knowledge to handle the complexity of the subject during slide generation
Ahmad et al. [2023], Arighi et al. [2023]. Moreover, biomedicine is a rapidly evolving field, with new
research and developments emerging frequently, making it challenging for LLMs to stay updated
with the latest knowledge Collins et al. [2021], Flier [2023], Cremin et al. [2022].

To address the problems mentioned above and leverage the capabilities of LLMs to facilitate slide
preparation in education, we propose a retrieval-augmented slide generation framework, which
explicitly extracts relevant information for given instructions from external knowledge bases and
grounds the generated slides in authoritative and reliable domain-specific knowledge. By using the
Beamer1 package in LATEX2 as the medium to bridge text input and visual output, we leverage the
code generation capability of LLMs to automate the slide preparation process by generating the
LaTeX scripts. Our framework also allows collaboration between instructors and LLMs, facilitating
personalized slide preparation by giving detailed instructions to the models. We evaluate our frame-
work on 9 different biomedical topics with various complexities including introductory, intermediate,
and advanced ones. To assess the generated slides provided by GPT-4o and GPT-4o-mini, 4 human
annotators are incorporated to examine the slides from the perspective of relevance, depth, and
overall assessment. Our results demonstrate the effectiveness of LLMs in generating educational
slides, with high relevance and depth in various settings. Moreover, we show that the incorporation
of retrieval-augmented generation (RAG) in our proposed framework significantly improves the
depth of generated slides by adding more details to the content. We also illustrate how our system
can collaborate with human instructors to change the final output flexibly. Our findings reveal the
huge potential of LLMs in slide generation for educational purposes, which could facilitate course
preparation of instructors and help provide high-quality materials to students.

2 Related Work

2.1 Slide Generation and Editing

The task of automating the generation of presentation slides has been an area of growing interest,
particularly for scientific and technical papers. Early work in this area focused on extractive methods.
Sefid et al. [2019] proposed a method based on the SummaRuNNer model, adapting it for scientific
papers. Their approach uses a windowed labeling ranking system, combining semantic and lexical
features within a sentence window to measure the importance and novelty of sentences.

Other researchers have explored various techniques for slide generation. Hu and Wan [2015]
developed PPSGen, a framework that uses Support Vector Regressors and Integer Linear Programming
(ILP) to rank and select important sentences. Wang et al. [2017] took a different approach, focusing on
extracting phrases from papers and learning hierarchical relationships between them to structure bullet
points. More recent work has begun to leverage deep learning techniques. Sefid et al. [2021] extended
their previous work by incorporating a more comprehensive list of surface features, considering
the semantic meaning of sentences, and using contextual information for ranking. Their method
combines feature-based and deep neural network approaches for sentence scoring, followed by ILP
for summary construction.

The challenge of working with longer documents has also been addressed. Gupta [2023] explored the
use of large language models with extended token limits, such as Longformer-Encoder-Decoder and
BIGBIRD-Pegasus, to handle the full length of scientific papers. This approach yielded promising
results, particularly when training on section-slide pairs, showing improved coherence as measured
by R2 and RL scores.

1https://ctan.org/pkg/beamer
2https://www.latex-project.org
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2.2 Retrieval-augmented Generation

Retrieval-Augmented Generation (RAG), introduced by Lewis et al. [2020], aims to enhance the
performance of language models on tasks requiring extensive knowledge by incorporating relevant
retrieved information. This approach offers two significant advantages: it reduces the likelihood of
AI-generated falsehoods by grounding the model’s outputs in specific contexts, and it allows for the
inclusion of current information that may not be part of the model’s original training data. Since its
inception, numerous researchers have built upon and refined the original RAG concept Borgeaud
et al. [2022], Ram et al. [2023], Gao et al. [2023], Jiang et al. [2023], Mialon et al. [2023].

In the biomedical domain, several studies have explored the potential of large language models
(LLMs) enhanced with RAG to improve literature searches and support clinical decision-making
processes Frisoni et al. [2022], Naik et al. [2022], Jin et al. [2023], Lála et al. [2023], Zakka et al.
[2024], Jeong et al. [2024], Wang et al. [2023], Xiong et al. [2024]. However, the potential of RAG
on in biomedical education is still under-explored. In this study, we leverage the advantages of RAG
to ground the slide generation of LLMs in well-documented scientific knowledge.

2.3 Biomedical Education

The integration of artificial intelligence (AI) in biomedical education is transforming how instructional
content is generated and delivered. In recent years, AI has been utilized to create adaptive learning
tools, assessments, and personalized content for students, particularly in medical fields where rapid
advancements in knowledge require innovative educational approaches Kasneci et al. [2023], Elkins
et al. [2024], Mir et al. [2023].

Sridharan and Sequeira [2024] conducted a proof-of-concept study exploring the application of
generative AI tools in pharmacology education. They demonstrated the capability of AI in generating
specific learning outcomes (SLOs), various types of test items, and test standard-setting parameters.
Mir et al. [2023] provide a broader perspective on AI’s role in medical education. They identify several
key applications, including Virtual Inquiry Systems, Medical Distance Learning and Management,
and recording teaching videos. Their work underscores AI’s potential to address various educational
challenges, from language processing to cognitive modeling. Veras et al. [2023] are conducting
a randomized controlled trial to investigate the usability and efficacy of AI chatbots, specifically
ChatGPT, as a supplementary learning tool for health sciences students.

While these studies demonstrate the growing integration of AI in various aspects of biomedical
education, there remains a notable gap in the literature regarding the application of AI for generating
teaching slides in the biomedical field.

2.4 Artificial Intelligence in Education

Artificial Intelligence has been increasingly integrated into educational contexts, revolutionizing
teaching and learning processes. LLMs have shown particular promise in this domain Alsafari et al.
[2024], Moore et al. [2023], Kasneci et al. [2023]. One notable area is Question Generation (QG),
where AI is used to generate educational quizzes and questions. For example, Elkins et al. [2024]
demonstrate that LLM-based question generation can produce quizzes as effective as those written
by teachers. In fact, the automatically generated questions were shown to be of equal or higher
quality, reducing the time teachers spend on creating assessments while maintaining educational
integrity. Similarly, Agrawal et al. [2024] developed CyberQ, a system that uses knowledge graph-
augmented LLMs to generate questions and answers for cybersecurity education. This approach
demonstrates how AI can create tailored educational content in specialized fields. Interactive learning
systems powered by AI have also gained traction. Chen et al. [2021] created a chatbot-based
question-answering system for students, showcasing AI’s potential in providing personalized learning
experiences. Similarly, Dan et al. [2023] introduced EduChat, a large-scale LLM-based chatbot
system for intelligent education in Chinese middle and high school curricula. While LLMs hold great
potential to positively transform educational practices and ultimately student educational outcomes,
it is important to remember that their continued integration in the field of education should be
approached with a balanced perspective that considers both their benefits and the inherent limitations
Huber et al. [2024], Kasneci et al. [2023], Stamper et al. [2024].
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3 Methodology
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Figure 1: An overview of the complete slide generation pipeline, highlighting the Context Retrieval
and Slide Generation components and their respective constituents.

In this section, we introduce the two major components of our slide generation framework: context
retrieval and slide generation, depicted in Figure 1. We additionally explore the option of collaborative
development between the instructor and the system following the generation of a presentation. The
context retrieval component automatically compiles sections relevant to the given topic, extracted
from within a collection of biomedical textbooks. This provides valuable context that grounds the
output of the generation model in the existing biomedical knowledge. The slide generation component
then takes the retrieved information and transforms it into structured presentation slides, highlighting
the key information in a clear and concise manner.

3.1 Context Retrieval

Retrieval-augmented generation Lewis et al. [2020] (RAG) is crucial for grounding the outputs
of the slide generation model by leveraging information from domain-specific sources, ensuring
that the content is accurate and contextually relevant. Grounding the model’s output in established
sources helps mitigate the risk of hallucinations. This reduces the amount of incorrect or misleading
information by ensuring content is tied to verifiable data Béchard and Ayala [2024]. Figure 2 displays
an example of verifiable content within an LLM generated presentation compared against the textbook
source material. As shown in the example, the model will identify, extract, then summarize relevant
facts taken from within the provided context and add the result to the generated slides. Furthermore,
the model will ensure these facts are referenced properly, creating a slide of references as dictated

by the generation prompt shown in Figure 3. The end result is a set of slides that conveys not only
accurate, but sourceable information contextually grounded using the retrieval corpus.

We source our content from a collection of biomedical textbooks gathered by Jin et al. [2021],
which provides crucial domain-specific information to the model. Since textbooks are a primary
academic resource for most classrooms, this aligns our model with existing study materials and further
demonstrates its practicality in real-world educational settings. To further enhance the relevance of
the content, we select BM25 Robertson et al. [2009], a commonly used lexicon-based text retriever, to
pinpoint and extract only the most pertinent sections across the textbooks within the retrieval corpus.
Before entering the user instruction into the text retriever, we rewrite it by generating key terms for the
instruction using LLMs to ensure the retrieval process targets the most relevant material. While our
current focus is the biomedical field, this framework can easily be adapted to other domains due to the
interchangeability of the corpus. The retrieved information can easily be adjusted to fit the personal
needs of students or instructors by specifying the keywords to search. In addition to domain-specific
textbooks, other information sources such as recent research papers could be substituted in to search
for the latest knowledge without affecting the rest of the framework.
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Figure 2: Example of an LLM-generated slide alongside a segment of the provided context between
source material (Schwartz’s Principles of Surgery for [1]). This showcases the pipeline’s ability to
extract and display relevant information from the given context.

Figure 3: Prompt template used to generate presentation slides given retrieved context. “[list of
textbook titles]" is automatically replaced with a list of the titles of the textbooks from which the
snippets were acquired.

3.2 Slide Generation

This pipeline leverages the powerful code generation capabilities of modern LLMs Jiang et al. [2024]
to automatically produce LaTeX scripts, enabling efficient and accurate creation of well-structured
and customizable slides. As our slide generation medium, we select LaTeX, a typesetting system
widely used for academic and scientific documents, along with Beamer, a LaTeX package specifically
designed for creating presentation slides. This combination offers robust support for technical
formatting and a flexible document structure, making it ideal for scientific and academic content. The
flexibility of LaTeX and Beamer allows for superior handling of technical content, greater formatting
control, and seamless integration with citation systems, making it especially useful for academic
presentations when compared to traditional slide-making tools. Figure 3 displays the specific prompt
template used for generating presentation slides given the retrieved context. This prompt is applicable
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across various academic fields and provides a structured approach to ensure the generated slides align
with the overall presentation goals.

Once generated, the created slides can easily be adjusted to accommodate specific content changes,
design preferences, or formatting requirements. Since the output is in LaTeX, the instructor can
collaborate with the model to further refine the presentation. After the initial generation, the instructor
has the option to ask the model to make direct adjustments to the layout of the presentation, such as
changing the theme, colors, and fonts, or suggesting additional information, descriptions, or potential
images and figures to include. Alternatively, the instructor has the option to make their preferred
modifications themselves, allowing for full control over the content and design of the presentation
to suit the needs of the class. An example of this process is shown in Figure 4, illustrating how the
slides can be transformed through collaboration between the instructor and the model.

4 Experiments

4.1 Experimental Settings

To evaluate the capability of our framework in generating effective biomedical presentations, we
generate slides for 9 topics of varying complexity levels across different model configurations for
human evaluation. Specifically, we use the GPT-4o and GPT-4o mini models, with and without
contextual information. The selected topics within the biomedical field are categorized into three
levels of complexity: introductory, intermediate, and advanced.

We evaluate the model on three introductory-level topics: “immune cells," “the nervous system," and
“nucleic acids." Topics classified at the introductory level represent foundational knowledge that any
graduate-level biomedical student is expected to understand, reflecting the content typically covered
in introductory courses at the graduate level.

Next, the three intermediate level topics we evaluate the model on are “the mechanisms of antigen-
presenting cells," “neurotransmitters," and “transcription regulation in eukaryotes." These intermedi-
ate topics delve into more specialized content, requiring a deeper understanding of specific processes
and interactions within the biomedical field. These topics represent content typically covered in more
advanced courses or research seminars, most applicable to students with a focus on that particular
sub-field.

Lastly, we select “ clinical application of dendritic cells," “therapeutic effectiveness of branched-
chain amino acids," and “transcriptional cofactors and post-translational modifications" as the three
advanced-level topics. These topics are highly specialized and are expected to be encountered
by students engaging in focused research or specialized academic work within the field. These
topics require a comprehensive understanding of specific methodologies or processes, forming the
foundation for conducting independent research or contributing to ongoing studies in the discipline.
For example, a presentation on the clinical application of dendritic cells covers a topic that remains
an active area of ongoing research.

The generated presentations are evaluated by a panel of four human reviewers who assess the content
from the perspective of students in the biomedical field. Reviewers evaluated the presentations using
two key criteria: relevance and depth. Relevance represents how useful each subtopic explained
within a presentation is in contributing to the understanding of the overall topic. It assesses the
significance of the subtopics within the presentation in explaining the main subject, irrespective of
how thoroughly the subtopic is covered. Depth, on the other hand, measures how comprehensively
each subtopic is explained, regardless of its relevance to the overall topic. This criterion evaluates the
level of detail and the depth of understanding presented for each subtopic, focusing on the richness
of the explanation provided. All metrics range from 1 to 5, representing the least to the greatest
significance of the quality assessed.

There exist several alternative metrics to assess the quality and effectiveness of presentations, such
as clarity and organization, engagement and visual appeal, or consistency in formatting. While the
aesthetic qualities and organization of presentations can have a significant impact on slide quality, as
displayed in Figure 4, we find that the collaborative development between the model and an instructor
enabled by our framework can ensure that the overall structure and appearance of the presentation
can be tailored to each students’ preferences. In this example, the model is instructed to provide
and implement three different ways to emphasize the key information within the initial generated
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Figure 4: Example of a slide being enhanced through collaborative development, showcasing different
ways an initial slide (top-left) can be improved through model-instructor interaction. These variations
demonstrate improvements in the structure, emphasis, and advice on visual elements, highlighting
how collaboration with the model can result in a presentation that offers a more effective and
customized learning experience. [1] and [2] refer to Schwartz’s Principles of Surgery and Janeway’s
Immunobiology, respectively.

slide (top-left) while simultaneously adding a theme or coloring scheme to the slide. In response,
the model enhances the slide using three different strategies. The top-right slide changes the bullet
structure, grouping related items and utilizing a sub-bullet structure, while the bottom-left slide adds
a brief overview preceding the bullet points. The bottom-right slide enhances the presentation further
by identifying then highlighting key information with bold text and incorporating a description of a
supporting image to insert. Overall, the malleability of the slides generated using this framework
allows for easy adjustments through collaborative development, causing more subjective metrics,
such as organization or aesthetic quality, to be less critical to measure.

4.2 Main Results

Topic Complexity Metric
GPT-4o Mini GPT-4o

No Context Context No Context Context

Introductory
Relevance 4.833 ±0.327 4.917 ±0.289 4.958 ±0.144 4.875 ±0.311

Depth 3.792 ±0.450 4.542 ±0.396 3.708 ±0.656 4.208 ±0.582

Overall 4.104 ±0.361 4.583 ±0.417 4.125 ±0.528 4.417 ±0.417

Intermediate
Relevance 5.000 ±0.000 5.000 ±0.000 5.000 ±0.000 4.875 ±0.311

Depth 3.667 ±0.807 4.500 ±0.477 3.292 ±0.988 4.708 ±0.396

Overall 3.958 ±0.450 4.583 ±0.417 3.708 ±0.582 4.667 ±0.389

Advanced
Relevance 5.000 ±0.000 4.833 ±0.389 4.667 ±0.651 4.750 ±0.452

Depth 3.667 ±0.937 4.583 ±0.469 3.833 ±1.008 4.583 ±0.469

Overall 4.000 ±0.564 4.542 ±0.450 3.917 ±0.793 4.500 ±0.369

Combined
Relevance 4.944 ±0.199 4.917 ±0.280 4.875 ±0.403 4.833 ±0.359

Depth 3.708 ±0.740 4.542 ±0.437 3.611 ±0.903 4.500 ±0.521

Overall 4.021 ±0.457 4.569 ±0.417 3.917 ±0.649 4.528 ±0.395

Table 1: Evaluation scores for different model configurations (GPT-4o mini and GPT-4o) across
introductory, intermediate, and advanced topic complexities. Each metric was scored on a scale of 1
to 5, with 5 representing the best possible score. “Combined" describes the aggregated scores across
all complexity levels.
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Table 1 displays the human evaluation scores for presentations generated by GPT-4o Mini and GPT-4o
models, with and without contextual information, across three levels of topic complexity: introductory,
intermediate, and advanced, as well as the combined averaged scores. The evaluation metrics include
relevance, depth, and an overall score, providing insights into the quality and comprehensiveness of
the information within the generated presentations at each level of complexity.

4.2.1 Presentation Relevance.

The table shows that the relevance scores remain consistently high across all models and topic
complexities, with values ranging from 4.667 to 5.000. This consistency indicates that both models
are innately proficient at organizing presentations and selecting relevant subtopics for any given topic.
The models are particularly effective at ensuring that selected subtopics included in the presentation
contribute meaningfully to the overall understanding of the topic. However, the relevance scores
after providing context are, on average, slightly lower than their no-context counterparts. This slight
decrease could likely be explained due to the models’ adherence to the provided context, even when
the context focuses on subtopics adjacent to the main presentation topic.

4.2.2 Presentation Depth and Overall Assessment.

The presentation depth, and in turn, the overall presentation scores, were significantly higher when
contextual information was provided. For instance, with intermediate-level topics, GPT-4o reached
an average depth score of 4.708 with context, a notable increase from 3.708 without context. This
trend remained consistent across all factors, with both models exhibiting a combined average depth
of around 4.5, compared to around 3.65 in no-context conditions.

Additionally, as the topic complexity increased, the no-context models saw slight performance
decreases in overall assessment. The performance of the no-context models slightly declined in both
the intermediate and advanced levels, suggesting that these models struggled more with generating
more detailed explanations in topics that may not be fully encompassed within the model’s parametric
knowledge. In contrast, the context models maintained relatively consistent depth and overall scores
across all complexity levels, indicating that context plays a crucial role in the robustness of the model.
Figure 5 illustrates this contrast, demonstrating two major ways that presentations generated without
context can lack depth. The first slide generated by the model without context (top-left) lacks any
factual information and instead broadly states “Definition and function of [key term]," while the
second (top-right) gives very brief and unspecific details. The bottom slides, generated with context,
provide significantly more substantial content, providing clear definitions and explanations of key
terms and concepts alongside references to ensure all facts within the presentation are sourceable.

4.2.3 Model Complexity.

We observe a minimal difference in the performances of the GPT-4o Mini and GPT-4o models across
all metrics and topic complexities, regardless of whether context was provided. As seen in the
“Combined" section of Table 1, GPT-4o Mini with context achieved an overall score of 4.569, only
marginally outperforming GPT-4o with context, which scored 4.528. Likewise, without context, both
models performed similarly, with the Mini vesion slightly outperforming its larger counterpart.

These results suggest that the GPT-4o Mini model, despite being more compact than GPT-4o, is
equally capable of generating high-quality presentations. The presence of contextual information had
a far greater influence on the overall performance than the model size, reinforcing the importance of
context over computational power when generating detailed presentations.

5 Conclusion

This work has presented a novel pipeline for generating high-quality, customizable presentations that
reduce hallucinations by grounding the output with literature, resulting in sourceable information.
By integrating RAG, the system ensures that the content is not only relevant, but also verifiable,
citing sources from domain-specific corpora to validate generated content. This grounded approach is
essential in academic and scientific contexts, where accurate and traceable information is paramount.

This framework is designed to be highly accessible, ensuring that it is not resource-prohibitive for its
users. Our results show minimal impact of model size on performance, with the GPT-4o Mini model
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Figure 5: Examples of slides generated by GPT-4o without (top) and with (bottom) context taken
from presentations on the intermediate-level topics “Transcription Regulation in Eukaryotes" (left)
and “Neurotransmitters" (right). On the bottom-left slide, [1] and [4] refer to Lippincott Illustrated
Reviews: Biochemistry and Schwartz’s Principles of Surgery, respectively. On the bottom-right, [4]
refers to Histology: A Text and Atlas : with Correlated Cell and Molecular Biology. The context-
enhanced slides show significant improvements in content depth.

performing comparably to its full-sized counterpart in generating relevant and in-depth presentations,
regardless of the topic’s complexity. Additionally, the retrieval corpus can easily be swapped with
any other collection of texts, regardless of the domain, allowing for flexibility across different fields.
Lastly, the system enables collaborative development, allowing instructors to engage with the model
to refine and customize the generated slides, adjusting the layout based on the audience’s preferences.
As AI continues to advance, frameworks like this have the potential to significantly streamline the
creation of educational materials, reducing preparation time while ensuring academic rigor and
reliability.
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